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Abstract

While exchange rate prediction has come a long way since the developments of early
macroeconomic models and has embraced a number of intelligent computing (i.e., computational
intelligence) methodologies in recent undertakings, there remain a number of uncertainties and
debates around the characteristics of these different models. Further, while finance community is
primarily focused on linear models due to interpretability, computational intelligence community has
mainly focused on the time series aspects — leading to a gap between the two communities. This article
provides a contemporary survey on the different exchange rate models from both the finance and
computational intelligence domains. As illustrated, while computational intelligence has considerably
progressed in this area, there still remains a number of research issues before these models will be
well-accepted by the finance community. Thus, this article serves both as a comprehensive survey and
link to future research opportunities for the domain
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1. Introduction

Foreign exchange rate prediction is a specific challenge that has interested researchers in the finance
domain for several years. There have been views that the dynamics of exchange rate is chaotic and a
prediction model is only as good as a random walk model [1]. In the very recent years, this negative
view has partially changed mainly due to achieving better insights [2] and the application of
computational intelligence in this area [3]. To date, however, a comprehensive review on the
intelligent computing technologies being applied in exchange rate determination is lacking. Further,
there is a gap between the views of the Finance and Computational Intelligence communities in regards
to exchange rate prediction. Computational intelligence based community have primarily focused on
time-series aspects of these data and developed models with a view to improving prediction
performance. Finance community, on the other hand, most often imposes importance on model
interpretability and tends to advocate the linear models due to the ease of conceptualization.

This article outlines the contemporary progress of both finance and intelligent computing
community in the exchange rate prediction domain and highlights the issues yet to be addressed. The
rest of this article is organized as follows. Sections 2-5 discuss on the exchange rate modeling from
finance perspective. Starting from the models in the mid-1970s, the progress towards the current stage,
including the debates around performances against the random walk, linear and nonlinear modeling
issues and incorporation of microeconomic information along with the traditional macroeconomic
approach are detailed in these sections. Section 6 reviews the intelligent computing approaches in the
domain, with particular focus on the two dominant strategies in the context. Section 7 outlines the
knowledge achieved from the varied undertakings and also provides directions of future research.
Lastly, Section 8 concludes the article with an overall summary.

2. Early Studies in Exchange Rate Modeling

Dynamics and characteristics of exchange rates have drawn attention of the researchers for many
years. The very early studies reflected on varied macro-economic models to conceptualize the
exchange rate dynamics. Several of these works posed a monetary view of the economy [4]; i.e. these
works considered exchange rates to be the relative prices of the two nation’s currencies and viewed the
movements as the impact of reaching equilibrium for demand and supply of assets within international
context. Dornbusch [5], for example, reflected on capital mobility, varied adjustment speeds of the
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asset markets, and economic expectations to explain the exchange rate’s variability. Frenkel [6]
related money, asset prices and expectations to exchange rate. Giddy [7] identified a theoretical
equilibrium for exchange rates within a set of assumptions and integrated four different postulates,
involving interest rate, inflation rate and exchange rate, into a single framework. Kouri [8] investigated
the interaction between exchange rate, expectations and balance of payments through a dynamic model.
Bilson [9] provided evidences to the validity of monetary approach in exchange rate determination.
Officer [10] examined the long-term predictive capacity of purchasing power parity based exchange
rate forecast models.

These monetary models differed, not only in terms of the macro-economic factors considered, but
also in the assumption of monetary systems. Two such notable systems were the flexible price view
and sticky price view. In the first view, the asset prices were assumed to be flexible over the time [6],
in contrast to the sticky view that assumed asset prices to be fixed over a short period of time [11]. The
second approach was, thus, relevant to the Keynesian view of economy [4]. There have also been
works that combined the flexible price view and sticky price view to relate exchange rates with
nominal interest rate and inflation [12].

Parallel to the monetary approaches, early works also encompassed alternative thought that
exchange rate markets are efficient, i.e., follow the Efficient Market Hypothesis [13]. The particular
view posed by the researchers in this context was exchange rate markets are weakly efficient, i.e., at a
particular time the rate already reflects the historical information, and a prediction model is worthless
[14], [15]. However, Caves and Feige [14] argued that historical prices may not be the only
contributing factor within a weakly efficient market assumption, and presented a bivariate model that
incorporates both of the monetary and efficient market views towards the determination of exchange
rates.

Along with these different works, the early periods also saw the emergence of other economic views
like, portfolio theory [16] and elasticity approach [17] in regards to exchange rate characterization.

Thus, overall, the early periods in exchange rate research domain emphasized particularly in
developing models that are interpretable from finance domain, and allow conceptualizing the
determinants and effects in the varied macro-economic perspectives.

3. Debate about Predictability and Random Walk Hypothesis

Meese and Rogoff [1], in a seminal work, compared the performances of earlier exchange rate
models, including the then well-popular flexible and sticky price view models, and highlighted that the
prediction accuracy of these exchange rate frameworks on out-of-sample data was as good as a random
walk model. This work led to the recognition of random walk hypothesis in the exchange rate
prediction domain, and created a long debate among the researchers.

It is to be noted, however, the poor predictability of earlier exchange rate models had already drawn
attentions of the researchers before the publication by Meese and Rogoff [1]. Frenkel [18], for instance,
recognized the weaknesses of purchasing power parity, as utilized in the earlier models, to explain the
unexpected patterns in exchange rate, and advocated “news” as a key factor in this respect. Flood [19]
also highlighted the bottleneck of purchasing power parity and asset views in characterizing exchange
rate volatility, but was inconclusive in regards to the cause. Meese and Singleton [20] pointed to the
defensive views by the proponents of monetary model in respect to exchange rate’s volatility, and
highlighted the influence of non-stationary exogenous processes.

Since the publication by Meese and Rogoff [1], further research provided insights in this context.
Backus [21], for example, concluded that empirical support behind the monetary, sticky-price and
portfolio models are weak and exchange rates closely follow the random walk. Wolff [22] compared
the results of published exchange rate models and highlighted that the univariate timeseries models fail
to beat the random walk. Urrutia [23] performed variance ratio tests and concluded, based on data for
exchange rates of four currencies, that exchange rates follow the random walk.

There have also been efforts to challenge the random walk views, and to derive solutions to the
problem. Hakkio [24] argued that the tests of random walk hypothesis have low power. Somanath [25]
claimed that consideration of lag in exchange rate models performed better than the random walk
models. Schinasi and Swamy [26] reported that incorporating variable coefficient in the exchange rate
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models resulted in improved forecast over the random walk model. Gandolfo et al. [27] pointed out
that single equation based exchange rate models are outperformed by random walk models and
advocated the concept of “economy-wide macroeconomic models”. Kim and Mo [28] explored multi-
variate cointegration and noted that random walk models are beaten by the monetary models in the
long run. Fritsche and Wallace [29] noted the better performance of error correction based models over
the random walk. Lisi and Medio [30] proposed a Singular Spectrum Analysis based model to
outperform the random walk approach.

Overall, the exchange rate literature since the early 1980s to late 1990s noticeably focused on the
debate about random walk hypothesis and prediction model developments to beat the random walk.

4. Nonlinear Exchange Rate Models

While majority of the works described earlier related exchange rate dynamics to the other factors in
terms of linear models, researchers also explored non-linear aspects in modeling. The works were
motivated by the weaknesses of the linear models and poor fits to the data. Hsieh [31] indicated the
presence of nonlinearities in five major currencies’ exchange rates and highlighted that a generalized
AutoRegressive Conditional Heteroskedasticity (GARCH) model well explained these nonlinearities.
Higgins and Bera [32] proposed a nonlinear ARCH model and highlighted the potentials in exchange
rate determination. Bleaney and Mizen [33] demonstrated that a cubic model outperformed the
forecasts of linear models foe five major currencies over the period of 1973-1994.

There have also been works that challenged the trend in nonlinear modeling. Meese and Rose [34-
35], for example, highlighted that the poor performance of existing models cannot be attributed to the
inherent nonlinearity. Chinn [36] observed that nonlinear models perform only marginally better than
linear models. Sarantis [37] noticed nonlinearity in the exchange rates of eight industrial countries, but
achieved negligible improvements for nonlinear models over the linear models.

And, as in the case of linear model, researchers in this context also faced the challenge of
outperforming the random walk model. Brooks [38], for instance, explored a set of linear and non-
linear models to forecast daily Sterling changes and noted very modest improvements over the random
walk models. Creedy et al. [39], on the other hand, proposed a parametric non-linear model that
considered up to the fourth moment of data and provided better forecast than the random walk for
US/UK exchange rates. Soofi and Cao [40] proposed a nonlinear deterministic technique for
Peseta/Dollar exchange rates and noted improvements over the random walk model.

Overall, shifting from linear modeling to nonlinear aspects to realize and improve the prediction
accuracy is a considerable change in the exchange rate domain. A later section will illustrate that the
recent advancements in intelligent computing techniques have also played a role in this regard, and an
increasing number of research is employing these techniques with a view to reducing uncertainty and
improving predictability for the domain.

5. Recent Works in Exchange Rate Modeling

Recent works have seen the development and incorporation of different macro-economic factors,
and focuses on varied economies, as well as increased applications of computational techniques. The
computational intelligent perspective is detailed in the next section. This section briefly reflects
on the contemporary works in the domain that have been of particular interests to the finance
community.

A noticeable recent research is the focus on microeconomic factors in exchange rate
modeling. In a relevant work, Evans and Lyons [41] present an exchange rate model that
incorporates order flow, a microeconomic information, and observe the model’s better
predictability than the random walk. Lyons [42] provides a review on the key microeconomic
information in this context — order flow and spreads. In another work, Evans and Lyons [43]
show that the microeconomic exchange rate model outperformed both the macroeconomic based
models and random walk. Rime et al. [44] demonstrate that order flow has a close relationship
with the macroeconomic factors and play a role in outperforming the macroeconomic models. In
a recent work, Evans and Rime [45] outline a model that considers microeconomic information
like the trading between agents and dealers in addition to other economic variables to capture
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the exchange rate dynamics, and also highlights how the dealer centric views of the proposed
microeconomic model addresses the issues faced by the macroeconomic models.

Another notable progress is clearer insights about the exchange rate dynamics and increasing
number of research refuting the random walk hypothesis in different contexts. Kilian and Taylor
[46] reflect that the non-linear relationship between exchange rates and macroeconomic factors
results in random walk outperforming the other models at short horizon. However, the work also
indicates that the purchasing power parity based models, along with the consideration of
nonlinearity, considerably capture the exchange rate fluctuations at medium-term time span.
Faust et al. [47] highlight that exchange rate models are sensitive to data revisions and sampling
period, and, depending on these factors, the comparison results against the random walk vary.
Clarida et al. [48] present a nonlinear term-structure based forecast model that outperforms the
random walk models. Engel et al. [49] conclude that exchange rate models are generally beaten
by the random walk especially at short horizon. The work also indicates that incorporation of
“panel estimation” and long horizon consideration results in a better forecast by the exchange
rate models over the random walk models. Evans [2] provides a comprehensive review in
regards to the progress and development of varied exchange rate models, and points out the
characteristics of newer models that have resulted in better performances than random walk.
While these works generally have noted better performance than random walk at longer horizon,
Yuan [50], in a recent research, has proposed a “multi-state Markov-switching model with
smoothing techniques” which beats the random walk at short horizon.

Overall, the noticeable progress in the recent era has been deeper understanding of the
validity of random walk hypothesis, wider acceptance of microeconomic structures, and
increased employments of nonlinear modeling.

6. Intelligent Computing in Exchange Rate Prediction

Now that the previous sections have covered the exchange rate modeling from varied perspective
and domains, this section focuses on the main theme of this article — progresses of intelligent
computing in exchange rate prediction. In the context of this article, intelligent computing refers to the
intelligent and informative processing of data towards achieving insightful knowledge and/or
developing computational frameworks for realizing the dynamics of a deterministically uncertain
phenomenon. As has already been indicated in the prior sections, the field of exchange rate modeling
and prediction comprises uncertainty and researchers are in disagreement in regards to the best
modeling criteria. So, a number of recent works have focused on employing computational intelligence
techniques and intelligent system [51], [52] frameworks to derive better performing models or to gain
better realization of the exchange rate dynamics. The following subsections review these studies in
terms of the computational intelligence (a.k.a., intelligent computing) methods being applied.

6.1. Artificial Neural Network (ANN)

Of the different computational intelligence techniques being applied in the exchange rate domains,
the dominant method has been the Artificial Neural Network (ANN). An ANN simulates the biological
network through a set of nodes distributed across input, output and user specified number of hidden
layers, weighted connections between the nodes, activation functions and a training process [53], [54].
A characteristic feature of the ANN is its ability to capture nonlinear functional relationship between
predictors and the response variables, and, thereby, resulting in high performing prediction models in
various domains.

ANN has found recognition as a potential modeling tool in the exchange rate prediction domain
since the early 1990s. In a very early related work, Refenes et al. [55] demonstrate the application of
an error backpropagation ANN in predicting the exchange rate between US Dollar and Deutsche Mark,
and note considerable prediction performance. The work also highlights the implementation of both
single-step and multi-step ahead forecasts. An extension to this work provides further insights on the
ANN design strategy and symmetric squashing functions are shown to derive quicker convergence
[56].
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Further down the track, researchers have derived conflicting results in respect to the use of ANN in
exchange rate modeling. Several works pose a positive view in this respect. Pi [57], for instance,
realizes the dependency structure in the context of multivariate exchange rate time series, and
highlights, through a feed-forward ANN, that consideration of dependency structure refutes the random
walk hypothesis. Staley and Kim [58] reflect on the feasibility of ANN in predicting Canadian Dollar/
US Dollar exchange rates, and note the ANN model to explain some of the variances in data with a
modest prediction performance. Hann and Steurer [59] report that the performance of ANN in
exchange rate prediction is superior to the linear models provide the time-structure of data and
nonlinearity are taken into consideration. Verkooijen [60] extends the concept of structural
macroeconomic models in the context of ANN and observe that the ANN model either outperforms or
performs comparably to the linear models. The comparison of performances against the random walk,
however, is inconclusive. Andreou et al. [61] consider the chaotic nature of exchange rate time series
and achieve good prediction performance using ANN and local approximation technique.

There have also been works that disfavor or fail to see the potential of ANN in this domain. Kuan
and Liu [62], for instance, employ a network selection strategy based on predictive stochastic
complexity and investigate the performances of feedforward and recurrent ANN. However, the
prediction outcomes of the ANN are only modestly better than the random walk models. Plasmans et al.
[63] make a considerable contribution by highlighting the lack of long-run relationships between
exchange rates and macroeconomic factors (as generally considered in the financial domain), and pose
a cynical view in regards to employing feedforward ANN to predict exchange rates. Qi and Wu [64]
indicate that ANN based models considering market fundamentals fail to beat the random walk, while
disregarding the fundamentals improves the ANN’s predictability to some degree.

The studies since the early 2000s, however, have focused on improving the prediction
characteristics of the ANN models from varied angels. A particular approach is the institution of
ensemble frameworks and hybrid techniques. Zhang and Berardi [65], for instance, demonstrate that an
ensemble of ANN having different architectures outperforms the single network for the British
Pound/US Dollar exchange rates. The work, though, admits that the performance improvement as
against the random walk is minor. Kodogiannis and Lolis [66] explore the ANN and fuzzy based
techniques in exchange rate forecasting and outline the potentials of hybrid methods. Nag and Mitra
[67] propose an ANN and genetic algorithm hybrid method, and achieve superior performance over the
traditional techniques. Zhang [68] combines the Autoregressive Integrated Moving Average (ARIMA)
and ANN in a hybrid technique, and notes improved forecasting performance for the British Pound/US
Dollar exchange rates. Anastasakis and Mort [69] combine parametric (ANN based) and non-
parametric self-organizing approaches, and note promising results for the combined method over the
individual exchange rate models. Chang et al. [70] employ a genetic algorithm based feature selection
and weighting along with back-propagation ANN, and observe improved exchange rate prediction
performances over the model employing all the features. Sheikhan and Movaghar [71] utilize Genetic
Algorithm (GA) to determine the ANN parameters and demonstrate potential of the hybrid approach.
Chen [72] combines fuzzy and ANN techniques and achieves promising outcomes.

There have also been an increased number of studies on considering varied aspects of the time-
series data and specialized ANN architecture selection. Leung et al. [73], for instance, observe that
General Regression Neural Network (GRNN) outperforms competing ANN structures and random
walk in predicting exchange rates for a set of currencies. Yu et al. [74] integrate adaptive smoothing
technique in ANN learning and note exchange rate forecast improvements over the multilayer feed-
forward ANN. Xie et al. [75] recognize that different ANN architectures produce different outcomes
for the varied economies and highlight recurrent ANN as the most suitable model to capture CNY/USD
exchange rate. Majhi et al. [76] propose a set of low complexity ANN frameworks as potential
exchange rate forecast strategies. Dunis et al. [77] compare varied ANN architectures in Euro/US
Dollar exchange rate prediction and report the Gaussian Mixture model’s potentials. Lye et al. [78]
indicate that the generalized regression neural network outperform the multilayer feed-forward ANN
for Chinese exchange rate prediction. Sermpinis et al. [79] note Psi Sigma NeuralNetwork (PSN), a
special ANN architecture, model’s superiority in forecasting Euro/US Dollar exchange rates.

Other than the aforementioned works, literature also comprises a vast amount of other studies
incorporating ANN in exchange rate prediction. A relevant brief survey is in the article by Li and Ma
[80]. A further comprehensive survey is in Yu et al. [81]. Another interesting article is the one by Li
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and Lin [82], which outlines the problems of employing ANN in exchange rate domain including the
controversy regarding the type and size of data samples and long term predictability.

Overall, ANN stands as a significant intelligent computing process in the context of modeling and
forecasting exchange rates.

6.2. Support Vector Machine (SVM)

Support Vector Machine (SVM) has recently established itself as a robust intelligent computing
technique, possessing high generalization performance in varied domains [83—85]. Central to the
SVM’s mechanism is the mapping of input space to a high-dimensional feature space through the use
of special functions termed kernels and performing a quadratic optimization towards identifying a
reduced set of points (termed as support vectors) and corresponding weights that detail a linear model
in the high-dimensional feature space. Contrary to the ANN, SVM produces unique results and is
considerably less prone to overfitting the data.

SVM has recently drawn considerable interests of the exchange rate researchers. In an early work in
this respect, Kamruzzaman et al. [86] investigate a set of SVM kernel functions in the context of
Australian Dollar’s exchange rate against six major currencies and recommend the choice of kernel
based on historical patterns of the individual currencies. In another relevant study, Kamruzzaman and
Sarker [87] observe the superiority of SVM model over ANN model. In a similar research, Cao et al.
[88] demonstrate the potential of SVM in exchange rate forecasting and also reflect on the issue of
parameter selection for SVM learning. Ullrich et al. [89] investigate SVM models in forecasting Euro
exchange rate directions and highlight SVM as a promising learning technique in the context of
financial time series. Liu and Wang [90] report LS-SVM, a variation of SVM technique, as a potential
strategy in exchange rate prediction. Alamili [91] note the advantages of SVM over ANN in financial
forecasting.

As is the case of ANN, researchers have attempted hybrid strategies, ensemble techniques and
consideration of data aspects in the context of SVM as well. Hong [92] provides a hybrid structure
comprising linear and non-linear kernel based SVM, with parameters being estimated through genetic
programming. The work has been reported to outperform the existing exchange rate forecast models.
Ince and Trafalis [93] present a hybrid model integrating parametric and non-parametric approaches,
and point to the superiority of SVM based model over the ANN based model. Ni and Yin [94] employ
both the recurrent Self Organizing Map (RSOM) (a variant of ANN) and the SVM, with RSOM
partitioning the data space into disjoint regions and SVM making predictions through regression
approach. The proposed model is shown to outperform the GARCH model. Yu et al. [95] demonstrate
the combination of SVM and ANN in a hybrid strategy and achieve promising results. He et al. [96]
present a SVM based ensemble of varied modeling approaches and note better outcome than the ANN
ensemble. Wang et al. [97] present another hybrid structure with SVM regression approach
aggregating forecasts from multiple classifiers. This work also demonstrated promising results. Lu et al.
[98] employ Independent Component Analysis (ICA) to reduce noise in the data and achieve better
exchange rate forecasting for SVM. Hung and Hong [99] utilize ant-colony optimization to determine
SVM parameters for exchange rate forecasting, and observe promising outcomes. Huang et al. [100]
incorporates chaos-model with SVM and note higher performance for the hybrid method over the SVM,
ANN and chaos based ANN models. Pai et al. [101] combine Rough Set Theory (RST) and Directed
Acyclic Graph Support Vector Machines (DAGSVM), considering the ability of RST in outlying
important features and the generalization capacity of SVM, in exchange rate prediction. The results
indicate that the hybrid approach perform better than the individual models. Fu [102] uses Empirical
Mode Decomposition (EMD) to address the non-stationary and irregularity issue of exchange rate
information, utilizes SVM in training the decomposed subsets and aggregates the predictions. The
hybrid approach is shown to achieve effective predictability for Euro/Chinese Renminbi exchange rate
forecasts. Similar works that exploits the SVM regression approach with the concepts in signal
processing have also been proposed, including the wavelet based transformations [103], [104] and
slantlet based denoising [103]. These methods have also been claimed to achieve better prediction
performance than existing models. Pang et al. [105] integrate the concept of correlation with SVM and
report potentials of the approach as compared to the SVM model.

Overall, the use of SVM in exchange rate domain has been relatively recent and majority of the
works have been published within the last few years. A noticeable trend in this respect is the
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integration of different techniques with SVM within hybrid frameworks. Also, noticeable is the
reportedly better results than the competing strategies for many of the SVM based methods.

6.3. Other Computational Intelligence Methods

While ANN and SVM dominate the computational intelligence perspective within the exchange rate
modeling domain, other computational intelligence techniques have also found applications in this area.
Two such well explored methods are Fuzzy Logic and Genetic Algorithm. Both of these methods have
been combined with ANN and SVM to develop different hybrid models, as has been outlined in the
previous two subsections. In addition to these, the two methods have also been employed from other
perspectives.

Fuzzy logic deals with the probabilistic set membership and linguistic variables to address uncertain
and ambiguous conditions, and have been applied in financial timeseries processing domain[106—109].
Tseng et al. [110] combine the concepts of ARIMA and Fuzzy regression towards the development of
a Fuzzy ARIMA model, and report effectiveness of proposed model over the traditional ARIMA model
in forecasting Taiwanese Dollar/US Dollar exchange rates. de los Angeles Hernandez Medina and
Mendez [111] explore a set of Fuzzy logic based methods for predicting the Mexican Peso/US Dollar
exchange rates, and show the potentials of these methods. Leu et al. [3] utilize the distance between
fuzzy logic relationships to propose a novel exchange rate model, and demonstrate that it outperforms
both the random walk and ANN models.

Genetic Algorithm (GA) is a heuristic search method, which is motivated by the characteristics of
biological genes like mutation, survival and natural selection, and has been applied in wide range of
domains to address wide range of issues [112], [113]. GA has found popularity in exchange rate
modelling as well. Neely and Weller [114] investigate GA in the context of exchange rate volatility
and note its superior performance than GARCH in terms of Mean Absolute Error (MAE). Lawrenz and
Westerhoff [115] employ GA to simulate the microeconomic characteristics of foreign exchange
market and realize the behavioural aspects of the exchange rate. Alvarez-Diaz and Alvarez [116]
utilize GA to find the best functional approximation of time variability for several exchange rates. In
another work, Alvarez-Diaz and Alvarez [117] apply GA along with ANN and data fusion approach to
realize the evolution of exchange rate returns. The work, however, points to minor improvements in
forecasting even with the employments of sophisticated methods.

In addition to these two methods, researchers have also employed other intelligent computing
strategies in exchange rate modelling domain. These include the employment of Random Forest to
capture the RMB exchange rate dynamics [118], Bayesian approaches to address diverse exchange rate
issues [119—-122], Association Rule Mining to realize the co-movements between exchange rates and
stock indexes [123], and multi-agent based modelling [124], [125].

A particular recent research is the one by Imam et al. [ 126]. This work relates the exchange rates for
Australian Dollar (AUD) against the US Dollar (USD) through a set of computational intelligence
models and the linear model. In addition to historical exchange rate information, the work also
considers the respective stock market indices in the model design. It is shown that while computational
intelligence model stands out as the best predictor when considering historical exchange rates,
incorporation of economic factors like the stock market indices result in linear model standing out as
the best predictor. The work further highlights that the AUD/USD exchange rate is well approximated
by a linear model that considers historical information of both the stock market indices and the
exchange rate. In other words, the work shows effectiveness of computational intelligence method for
AUD/USD exchange rate only when univariate exchange rate timeseries considered, and favours linear
modelling when other economic factors are taken into consideration.

Overall, the computational intelligence endeavours in exchange rate domain notably vary in terms
of perspectives, and focus primarily on the timeseries characteristics of exchange rate information.

7. What We Know and We Don’t

The previous sections have provided a contemporary review on exchange rate modeling and
prediction literature from various angels. Fig. 1 indicates the various strategies under the different
groups. As shown, and also discussed in the earlier sections, exchange rate models in literature can be
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broadly categorized into two aspects — those based on economical aspects and those on computational
intelligence aspects. Many of these economical aspect models incorporate the macroeconomic
information (in a linear or non-linear structure), while microeconomic information has also been
considered in recent studies. ANN and SVM are the two computational intelligence strategies that have
found wide applications in this domain, while several literatures have reflected on random walk models
to be as good as the economic aspect based and computational intelligence based models. This section
draws from these existing literatures to point out the knowledge gained so far and indicates the
potential future research undertakings.

Exchange Rate
Prediction

Random Walk
Models
Models based on Models based on
Economical Aspects Computational
Intelligence

v

Macro Economic Micro Economic
Models Models
SVM based
Models
Linear Non-linear
Models Models

Figure 1 Broad Classification of Exchange Rate Models

7.1. Observations from the Reviews (i.e., What We Know)

First of all, a distinction in views between the researchers in computational intelligence domain and
the researchers in the other domain is evident. As notable, computational intelligence community
accepts that exchange rate information is a timeseries and the related works mainly emphasize on the
technical processing of timeseries information towards achieving high prediction accuracy.
Interpretations of the models from finance domain perspective are generally limited. Other researchers
(i.e., finance community), in contrast, are well focused on interpretation, and structured models
comprising varied economic factors are generally investigated. It is due to the ease of interpretation,
linear models are so popular in the finance domain.

A second observation is the issue of random walk hypothesis for both the finance and computational
intelligence domains. While some of the recent works have either refuted the hypothesis or indicated
that the hypothesis is true only for short horizon through the incorporation of varied economic factors
and robust model development, the decision in this regard is still inconclusive.

A particular recent trend is the wider use of nonlinear models, in contrast to the widely popular
linear models. Even though linear models are well accepted among the finance researchers in varied
aspects, the performance of these models in exchange rate domains have not been satisfactory. It is this
issue which has led the substantial development of intelligent computing techniques in this domain,
with a view to addressing the non-linear aspects of the data.

Another noticeable observation is the increasing number of hybrid approaches, particularly in the
computational intelligence contexts. This trend indicates the difficulty of accurate prediction in
exchange rate domains. As have been indicated in some of the literatures, exchange rate timeseries is
often chaotic, noisy and non-stationary [98], [100], [102]. These attributes cause the prediction by
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single model to be hard, and often inferior to the random walk. A single model approach, which can
generalize well in capturing dynamics of the different exchange rates in different economical contexts,
is still a challenge.

7.2. Future Research Potentials (i.e., What We Don’t Know)

A noticeable research potential for the intelligent computing community lies in the development of
a model that can be well interpreted from the finance domain perspective. Dependencies among
variables, explanations of the response variable’s volatility, and statistical significance of the estimated
parameters are some of the key model attributes generally sought by the finance community. The
inherent goal is the human-interpretable knowledge generation. Interestingly, many of the
computational intelligence methods applied in the exchange rate domains are not easily interpretable
and do not provide the aforementioned information. Also, intelligent computing methods that are
human interpretable, like the rule based algorithms and association rule mining, have found only
limited focus. Thus, research opportunities exist in this context.

A second research opportunity is due to the findings by Cheung et al. [127]. The work indicated
that the performances of exchange rate models are specific to the currencies and the time periods in
consideration. In other words, no single model is generally the best fit for capturing the dynamics of all
the exchange rates. Although the work focused on a selected set of models, this appears to be the case
from the varied economies and models that have been explored in exchange rate literature. However,
this issue is still inconclusive from theoretical perspectives. The phenomenon implies that we still don’t
clearly know what factors within the economy and other characteristics, along with historical
information can influence the exchange rates for a currency pair. An intelligent computing research
may be able to shed further lights in this respect.

As indicated in the previous subsection, challenge still remains to develop a single model based
approach, in contrast to a hybrid approach, for exchange rate modeling. Another issue discussed in the
previous subsection is the inconclusiveness about the random walk hypothesis.

Another challenge is the incorporation of microeconomic information within the computational
intelligence approach. As highlighted in Section 5, microeconomic models have recently been
proposed and shown to better capture the dynamics of exchange rate than the macroeconomic models.
However, the incorporation of microeconomic information in computational intelligence model is still
limited and opportunities exist to explore this issue. In relation to this, while intelligent computing
community has seen an outburst of hybrid models involving varied computational intelligence methods
in the exchange rate domain, there is yet a comprehensive study that performs a hybrid of the economic
structure model and a computational intelligence model. Such a development may address the issue of
interpretability, as sustained by the computational intelligence models, while also provide deeper
insights in the exchange rate dynamics. In respect to this, another research opportunity remains due to
the fact that there is yet a comprehensive contemporary study that has focused on comparing the
exchange rate prediction models based on economical aspects and those based on computational
intelligence strategies.

A last research opportunity is due to the recent work by Imam et al. [126]. The work provides a
comparison among set of intelligent computing methods and notes that incorporation of economic
factors along with exchange rate information deems the linear model as better predictor than the
intelligent computing methods. It’s interesting to further investigate if this is the case for other
economical contexts, or whether the computational intelligence methods can be improved in this
respect.

8. Conclusions

This article has provided a contemporary review on progress in the exchange rate prediction and
modeling from both the finance and intelligent computing focus. It is shown that these two
communities vary in terms of the approach and expected outcomes. As noted, finance community is
generally focused on realizing the structural relationship to explain exchange rate dynamics, while
computational intelligence community emphasizes on better processing of exchange rate timeseries.
ANN and SVM are noted to be the dominant intelligent computing methods in this domain. Further,
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the article also highlights the weaknesses in the different methods and points to newer research
opportunities, particularly in the area of computational intelligence. As indicated, a number of research
opportunities exist including design of interpretable intelligent computing models, development of an
exchange rate model that generalizes over currency and economical contexts, addressing controversies
against the random walk hypothesis, formulation of hybrid frameworks involving both the structural
modeling and intelligent computing strategies, and further investigations into the linear and nonlinear
modeling issue. Overall, the article stands on a unique ground by combining surveys from two different
disciplines towards a common issue and pointing to potential research undertakings.
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