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Abstract 
Different Evolution or DE is possibly the most current powerful optimization algorithm and 

has been used in multiple diverse area such as neural networks, logistic, scheduling, modeling 

and others. DE has been widely known for its simplicity, ease of implementation and reliability 

in getting an optimal solution. However, different problem requires different parameter settings 

and thus, it became quite a challenge for DE to select appropriate parameter setting in tackling 

complex computational optimization problem. Self-Adaptive Differential Evolution or SADE is 

an improved version of DE, intended to simplify the process of choosing the most suitable 

parameter to be used for solving problems. Carrying the strength of DE, which is as an efficient 

and robust optimizer technique, this ability of SADE has attracted a lot of research effort in the 

past years by simplifying the process of fine tuning the most suitable parameter to be used. With 

the introduction of SADE in optimization areas, where the choice of learning strategy and 

parameter setting do not require predefining, parameter tuning has become less confusing. 

SADE is gradually becoming one of the popular research topics, mainly in computer science, 

engineering and mathematics area. The algorithm has also been applied in numerous 

disciplines such as electromagnetic, power system, computer performance, fermentation, 

polyester process and more. SADE has also proven to achieve better performance compared to 

a conventional DE algorithm. This paper aims at providing an overview on the utilization of 

SADE from year 2015 to 2017. By collecting and analyzing related articles that have 

implemented SADE in solving problems, a significant trend in the usage of SADE is provided.  
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1. Introduction 

Differential Evolution (DE), introduced by Storn and Price in 1995, has been known as a reliable, 

robust, simple and straightforward to implement, fast optimization technique [1]-[3], powerful search 

algorithm and effective evolutionary optimization algorithm (EA) [4], [5]. The algorithm has three control 

parameters, which are mutation control parameter (F), crossover control parameter (CR) and population 

size (NP), where the values of these parameters greatly determine the quality of the solution obtained and 

the efficiency of the search [6], [7]. Choosing suitable value for each of the parameters is usually 

problem-dependent task. No strict rule imposed in searching for the most suitable value ranges of F and CR 

[8] where it is often arbitrarily set within some predefined ranges [9], [10]. In order to make sure the 
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algorithm able to choose the most suitable parameters for each problem, several researchers had 

investigated on the self-adaptive algorithm. 

As DE is an improved version of Genetic Algorithm (GA) [11], self-adaptive algorithm is an extension 

of DE. There are several attempts to control the parameter using self-adaptive algorithm, where mostly 

focus on simplifying the DE process of finding the perfect parameter to be used. Self-adaptive Differential 

Evolution or SADE introduce the idea of adaptively change values of F and CR instead of taking fixed 

values [12]. While Self-adaptive Differential Evolution or SDE use normal distribution of different means 

and standard deviations [13]. FADE or Fuzzy Adaptive Differential Evolution introduce the use of fuzzy 

logic in order to dynamically control F and CR values [14].  

In this paper, we are using “SADE” to address multiple referring name or abbreviation to self-adaptive 

differential evolution. The purpose of this paper is to provide an overview on the utilization of SADE. We 

restrict our overview of articles published from year 2005 until 2017, where the articles either are using 

SADE as a benchmark for their developed algorithm, manipulating SADE performance or implementing 

SADE on specific problem. 

2. Scope of Overview 

The literature search is done by evaluating recent articles, published between 2005 and 2017. As the 

SADE algorithm is developed in 2005, we start to find any related articles that implement the algorithm 

starting from 2005. In this literature overview, only relevant articles published in Scopus are considered 

except books, thesis and dissertations. 

A certain search strategy was applied in order to choose the most related articles for this literature. Only 

articles containing “self-adaptive differential evolution” or “adaptive differential evolution” in the article 

title were selected. However, for an article that has only one or two of the keyword searches, it has the 

chance to be included as long as the algorithm follows the same rules as SADE. The algorithm needs to be 

able to self-adapt, and no need for pre-determined mutation parameter and crossover rate. This search 

strategy resulted in 348 articles. All of the found articles are categorized into three categories of utilization 

to enable us analyze the trend of SADE easily in current research works. 

3. Result of Overview 

It is found that the utilization of SADE can be categorized into three categories, which are Modification 

and Implementation – applying the SADE algorithm in solving any problem, Performance Comparison - 

comparing the performance of author’s developed algorithm with SADE and Performance Enhancement - 

algorithm enhancement in order to boost the algorithm performance itself.  

Modification and Implementation category grouped researches that are using the concept of 

self-adaptive DE into real life problems. Performance Comparison category grouped researches that are 

using another algorithm or related adaptive algorithm to solve intended problems and compare the result to 

self-adaptive algorithm. Whereas Performance Enhancement category grouped researches that alter 

self-adaptive algorithm without trying to solve real-life problems and tested it with benchmark data. There 

are also multiple researches that tweak self-adaptive algorithm and later on implements it on real-life 

problems. For that type of research, it will be considered into modification and implementation type of 

problems. There are also researches that can be categorized into more than one category, such as [8] and 

[15]. However, we have categorized all of the researches into the most suitable category in this overview.  

SADE has been introduced in 2005 by [13] under the name SDE and has successfully outperformed the 

other DE functions in all benchmark function experiments. Since then, many authors have tried to adapt 

SADE into numerous distinct problems, with the majority falls under the optimization area. Believing that 

the algorithm is strong enough to be used as it is, that is probably why most of the articles published are 

using SADE algorithm to help in solving author’s intended problem. Figure 1 shows the trend of SADE 

implemented articles from year 2005 until 2017. The number of articles under Modification and 

Implementation category begins with gently rising in number to steeply increase starting from 2012. The 

category has 240 articles which are for about four times more than the articles listed under Performance 

Enhancement category which is only 65 articles. The number of articles for Performance Enhancement 

category shows a noticeable change for about a decade where it keeps on raising gradually. Most of the 

articles for this category had able to produce an acceptable enhancement result. The Performance 

Comparison category has lesser articles compared to the other two categories, but the number of articles 

still rise lightly towards the end of 2017, which are 43 articles. Overall, we can see a clear upward trend in 

all three categories for the number of articles published with implementing SADE algorithm. 
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Figure 1. Number of reviewed articles categorized into three different types of categories which 

implementing SADE since year 2005 until 2017. 

3.1 Modification and Implementation 

Most of the articles published related to SADE fall under the implementation of the algorithm. 

According to Figure 1, we can see that the trend of using self-adapted algorithm is more on its 

implementation. Most of the researches done had produced a positive impact on the performance of the 

algorithm towards the problem. As the descendant of DE algorithm, SADE is also recognized as a robust 

optimization algorithm, able to outperform classical DE and flexible as it already being used in multiple 

distinct disciplines.  

 

 

Figure 2. Top 10 areas for modification and implementation category. 

By referring to Figure 2, SADE is mostly employed in engineering, computer science, and mathematical 

modeling subjects. Where there are few that had been implemented in mathematical subject and social 

science subject, the objective is the same; which is to obtain the most optimum solution for the problem. 

SDE by Al-anzi and Allahverdi [16] is first implemented in the flowshop scheduling problem in order to 

minimize maximum lateness which can also be used for other related problems. In 2008, the algorithm is 

implemented in power economic dispatch problem [17], flowshop scheduling problem [18], tuning of a 

chess program [19], microwave absorber design [20] and security constrained optimal power flow [21].  

The ways control parameter can be made self-adaptive have regained interest in many other problems. In 

2009, SADE has successfully provided a better solution for energy problem [22], [23], nuclear division 
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[24] and in transportation design problem [24]-[26]. Most of the given solutions showed that self-adaptive 

differential evolution outperforming in benchmark problems [27]-[30]. There were also cases where SADE 

did not perform well or increase the number of function evaluations [31]. Despite that, SADE had been 

employed in different types of engineering problems [32]-[37], biology related problems [38]-[42] and 

power system related problem [43]-[47]. 

3.2 Performance Comparison 

 

 

Figure 3. Top 10 areas for performance comparison category. 

SADE has been used as a benchmark algorithm for multiple problems. Similar with Modification and 

Implementation category, SADE has also been highly adapted in Computer Science, Engineering and 

Mathematics related area as shown in Figure 3. Considering the algorithm as a stable, robust and an 

efficient optimization algorithm, it has been chosen as one of the established algorithm to be a yardstick for 

optimization problems. However, not many research that used SADE as comparison towards their 

proposed algorithm. Most of researches found in this category able to produce new or improved algorithm 

where it is significantly better or least acceptable performance compared to using SADE algorithm. 

However, as a successor of Differential Evolution, self-adaptive concept has gained more popularity and is 

commonly used to solve problem compared to other types of algorithms, such as swarm algorithm and 

genetic algorithm [48].  

Implemented in yeast fermentation process, proposed technique had shown to be more successful by 

integrating self-adaptive mechanism. There were also cases where SADE did not produce a good result 

[49], [50] in some test [50] but that does not mean that SADE is a failure. More than 30 articles found are 

tested in gene sorting problem [51] and benchmark functions [52]-[56]. Algorithm integrated with SADE 

produced better results than previous used algorithms for the tested problems [48].  

3.3 Performance Enhancement 

As shown in Figure 4, Computer Science area has lots of articles which enhance the SADE algorithm 

where the majority is applied in solving optimization problem. Being developed to counter the drawback of 

DE, the idea of auto-tuning two critical parameters of DE [13], [14] has greatly evolved and implemented 

in multiple diverse areas. SADE algorithm is developed in order to simplify DE process of finding the 

appropriate parameters to be used [2]. Liu and Lampinen [14] had used fuzzy knowledge based system in 

order to auto-adapt the search parameter for mutation and crossover operation. However, fuzzy rules are 

dependent to expert’s knowledge as it is using human knowledge and previous experience in order to 

construct fuzzy rules and membership functions [1]. Whereas Omran et al. [13] auto-adapt the search 

parameter by using normal distributions of different means and standard deviation. This approach is quite 

similar with SPDE in Abbas research [13], [28]. However, SPDE used a normal distribution with mean 

zero and standard deviation one (N(0,1)) for F [13]. These two articles can be considered as the pioneer of 

self-adaptive strategy. Nobakhti and Wang [30] introduce co-evolutionary process into the process of 

controlling F. With reference to the balance of exploitation versus exploration, three parameters from 

co-evolutionary process will govern F value such that it can help in preventing stagnation or stopping the 

mutation [30].  
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Figure 4. Top 10 areas for performance enhancement category. 

Other related work had been done by applying the immune system concept in determining parameter of 

DE [28]. As a highly evolved biological system with learning, memory and pattern recognition capability, 

immune system proposed, named ISDE, had used previous information about search to tune and seek the 

optimal parameters F and CR. By manipulating previous information gather, ISDE can rightfully be 

regarded as a reliable optimization algorithm. In JADE, two new parameters are introduced. The c 

parameter controls the rate of adaptation, whereas p parameter determines the greediness of mutation 

strategy [57]. Brest et al. have proposed boundary constraints value in the jDE and jDE-2 algorithms. 

jDE-2 has shown to be better than the former because it uses two DE strategies compared to jDE which is 

based on only one DE strategy [58].  

Adaptation of self-adaptive strategy has also been confirmed in MOSADE experiment that it is able to 

greatly improve the robustness of the algorithm [59]. In p-ADE, dynamic self-adaptation strategy is applied 

into DE/rand-to-best/pbest mutation strategy where it is beneficial in controlling the extent of variation for 

each individual [60]. In SADE-MMTS, the author enhance SADE algorithm by integrating JADE mutation 

strategy (DE/current-to-pbest with small-size archive named arcs) and modified multiple trajectory search 

(MMTS) [61]. The effectiveness of self-adjusted parameter based on previous knowledge in adaptive 

parameter concept of SADE had also captivate another author into employing this concept with extreme 

learning machine (ELM) as SaE-ELM [62] and with α-constrained-domination principle as SADE-αCD 

[63]. Another author had come up with the idea of introducing two self-adaptive DE algorithms which both 

incorporate a heuristic mixing of operators (DE/HMO) [64]. Both variants split the population into 

sub-population and local search procedures are used to speed up the convergence of the solution. 

Self-adaptive parameter is an interesting and efficient technique introduced. That is why most of the 

articles found are manipulating this algorithm by integrating it with another algorithm [15], [65]-[70]. 

4. Conclusion 

There are 348 articles found related to implementation of Self-Adaptive Differential Evolution in 

solving different problems. All of these articles can be differentiated into 3 main categories which are 

modification and implementation of SADE techniques (Modification and Implementation), SADE as a 

benchmark for another algorithm (Performance Comparison) and SADE performance’s enhancement 

(Performance Enhancement). Sometimes, the article can fall into more than one category listed. However, 

from the best of our knowledge, by looking through all of the articles, the view is still the same in which 

manipulation of SADE can be categorized in these three categories.  

In handling optimization problem, there are certain critical parameters that can give a major effect 

towards the problem. As an enhanced version of DE, SADE had helped in managing critical parameters 

lies in DE which are F and CR.  

SADE has proven to be capable of producing a reliable and better results, with ease of implementation 

in multiple diverse areas, e.g., applied energy, mathematical application, wireless propagation related 

problems, chemistry, robotics, operational research, biology related problems and more. Whereas, 

computer science, engineering and mathematics area the most popular area for implementing the SADE 
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algorithm as shown in Table 1. Therefore, many authors had chosen SADE as one of the benchmarks in 

testing new algorithm.  

Table 1. Top 10 Journal that Are Publishing Articles Implementing SADE 

No Journal 
No of 

articles 

1 Soft Computing 16 

2 Applied Soft Computing Journal 11 

3 Computers and Operations Research 7 

4 Lecture Notes in Computer Science 7 

5 Expert Systems with Applications 6 

6 Kongzhi Yu Juece/Control and Decision 6 

7 International Journal of Electrical Power and 

Energy Systems 

5 

8 Neurocomputing 5 

9 Swarm and Evolutionary Computation 5 

10 Applied Intelligence 4 

 

Most of the manipulation made on this algorithm is solely on adapting the algorithm into another 

algorithm. We can say that many authors have confidence in the performance of the algorithm and they are 

able to accept the concept of self-adaptive parameter which is already robust and independent, and can be 

used simply as it is. Only a small number of articles intended to change the SADE algorithm [64], [66] as 

shown in the Performance Enhancement category.  

Future research could explore another way to speed up F and CR processes, or manipulating the 

algorithm by introducing another parameter to be self-adapted. Survey on simulation implementing SADE 

can also be done as analyzing the value of self-adapt parameters for multiple problems is still essential for 

the growth and robustness of the algorithm itself. Another thorough overview on the application of SADE 

can be made as there are many underlying issues that we have not covered. 
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